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ABSTRACT

In general, a human being has the memory power due to which he/she
will be able to remember whatever they have seen but as the technology is increasing
the advancement is increasing in such a way that now computer is also able to
recognize theX faces from its memory but in order to differentiate them, we need more
advancement which leads to the development of Machine learning. Machine learning
concepts developed by Arthur Manuel. There have been many techniques used over
the past decade to determine the identity of a person's face, such as Eigenfaces and
Principal Component Analysis (PCA), to Convolutional Neural Networks (CNN) to
ensure the ability to recognize faces has become further and further. An approach to
machine learning called transfer learning involves creating a model of the first training
task, then testing it using the model. The difference between transfer learning and
traditional machine learning is that translation involves using a pre-trained model in
order to start a secondary task using the initial model. It is expected that this paper will
contribute to the field of image classification by using Machine Learning algorithms
to solve the problem. Transfer learning significantly improves the performance of
VGG models Based on these results, we conclude that VGG Models are the best

choice for recognizing faces using ImageNet weight.
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1. INTRODUCTION



Detecting Disguised Faces With Transfer Learning

1.INTRODUCTION
1.1 PROJECT SCOPE

In past decade, numerous approaches method to identifying person’s faces
which is Eigenfaces and Principal Component Analysis (PCA), to Convolutional
Neural Networks (CNN) which then after that, the ability to recognize face became
higher and higher. Transfer learning is an approach used in machine learning where
the first training task produces a model, then we do the second test using the model of
the first training task. Transfer learning differs from traditional machine learning
because it involves using a pre-trained model as a springboard to start a secondary

task.

1.2 PROJECT PURPOSE

We compare some popular Pre-Trained CNN Model Architecture provided by
Keras which is an opensource neural network library written in Python. The
architecture we used is VGG16, VGG19, ResNet50, ResNet152 v2, InceptionV3 and
Inception-ResNet V2. From this research, we expected to see the best Pretrained
Architecture model with the highest level of accuracy, and the lowest cost function in

the optimal hyperparameter state.

1.3 PROJECT FEATURES

We introduce a deep learning framework to first detect 14 facial key-points
which are then utilized to perform disguised face identification. Since the training
of deep learning architectures relies on large annotated datasets, two annotated
facial key-points datasets are introduced. The effectiveness of the facial key point
detection framework is presented for each key point. The superiority of the key-
point detection framework is also demonstrated by a comparison with other deep
networks. The effectiveness of classification performance is also demonstrated by

comparison with the state of-the-art face disguise classification methods.

CMRTC 1



Detecting Disguised Faces With Transfer Learning

2.SYSTEM ANALYSIS

SYSTEM ANALYSIS

System Analysis is the important phase in the system development process. The
System is studied to the minute details and analyzed. Analysis is the process of finding
the best solution to the problem. System analysis is the process by which we learn
about the existing problems, define objects and requirements, and evaluate the
solutions. It is the way of thinking about the organization and the problem it involves,
a set of technologies that helps in solving these problems. Feasibility study plays an

important role in system analysis which gives the target for design and development.

2.1 PROBLEM DEFINITION

From this research, we expected to see the best Pretrained Architecture model
with the highest level of accuracy, and the lowest cost function in the optimal
hyperparameter state. Dataset, which is a data set of 75 pictures of a person’s face
using a disguised tool like a bandana, masker, fake moustache, fake beard, glasses,
etcetera. Disguised face identification (DFI) is an extremely challenging problem due
to the numerous variations that can be introduced using different disguises. We
introduce a deep learning framework to first detect 14 facial key-points which are then

utilized to perform disguised face identification.

2.2 EXISTING SYSTEM

In the Existing system disguise face detection uses PCA approach. The PCA
algorithm has an improved recognition rate for face images with large variations in
lighting direction and facial expression and the face images are divided into smaller
sub-images. The PCA approach is applied to each of these sub-images. Since some
of the local facial features of an individual do not vary even when the pose, lighting
direction and facial expression vary. The accuracy of the conventional PCA method
and modular PCA method are evaluated under the conditions of varying expression,

illumination and pose using standard face databases.

CMRTC 2
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2.2.1 LIMITATIONS OF EXISTING SYSTEM

* Finding the eigenvectors and eigenvalues are time consuming on PCA. The
size and location of each face image must remain similar PCA (Eigenface)
approach maps features to principal subspaces that contain most energy.

*  When a face-detection algorithm finds a face in an image or in a still from a
video capture, the relative size of that face compared with the enrolled image
size affects how well the face will be recognized.

* Algorithm: Principal Component Analysis (PCA).

2.3 PROPOSED SYSTEM

In the proposed system, we compare some popular Pre-Trained CNN Model
Architecture provided by Keras which is an opensource neural network library written
in Python. The architecture we used is VGG16, VGG19, ResNet50 and InceptionV3.
Then, we divide into two parts: using the vector to train the classifier model, and
evaluating the accuracy and cost function of the classifier model from this research,
we expected to see the best Pretrained Architecture model with the highest level of
accuracy, and the lowest cost function in the optimal hyperparameter state. In transfer
learning, the knowledge of an already trained machine learning model is applied to a
different but related problem. For example, if you trained a simple classifier to predict
whether an image contains a backpack, you could use the knowledge that the model

gained during its training to recognize other objects like sunglasses.

2.3.1 ADVANTAGES OF THE PROPOSED SYSTEM

* With transfer learning a solid machine learning model can be built with
comparatively little training data because the model is already pre-trained.

* This is especially valuable in natural language processing because mostly
expert knowledge is required to create large labeled datasets.

* Additionally, training time is reduced because it can sometimes take days or
even weeks to train a deep neural network from scratch on a complex task.

Algorithm: CNN with VGG16, VGG19, ResNet50 and Inceptionv3.

CMRTC 3
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2.4 FEASIBILITY STUDY

The feasibility of the project is analyzed in this phase and business proposal is
put forth with a very general plan for the project and some cost estimates. During
system analysis the feasibility study of the proposed system is to be carried out. This
is to ensure that the proposed system is not a burden to the company. Three key

considerations involved in the feasibility analysis are

* Economic Feasibility
* Technical Feasibility
* Social Feasibility

2.4.1 ECONOMIC FEASIBILITY

The developing system must be justified by cost and benefit. Criteria to ensure
that effort is concentrated on project, which will give best, return at the earliest. One
of the factors, which affect the development of a new system, is the cost it would

require.

The following are some of the important financial questions asked during

preliminary investigation:

O The costs conduct a full system investigation.
O The cost of the hardware and software.
O The benefits in the form of reduced costs or fewer costly errors.
Since the system is developed as part of project work, there is no manual cost

to spend for the proposed system. Also, all the resources are already available

2.4.2 TECHNICAL FEASIBILITY

This study is carried out to check the technical feasibility, that is, the technical
requirements of the system. Any system developed must not have a high demand on
the available technical resources. The developed system must have a modest
requirement, as only minimal or null changes are required for implementing this

system.

CMRTC 4
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2.4.3 BEHAVIORAL FEASIBILITY

The aspect of study is to check the level of acceptance of the system by the user.
This includes the process of training the user to use the system efficiently. The user
must not feel threatened by the system, instead must accept it as a necessity. The level
of acceptance by the users solely depends on the methods that are employed to educate
the user about the system and to make him familiar with it. His level of confidence
must be raised so that he is also able to make some constructive criticism, which is

welcomed, as he is the final user of the system.

2.5 HARDWARE & SOFTWARE REQUIREMENTS

2.5.1 HARDWARE REQUIREMENTS:

Hardware interfaces specifies the logical characteristics of each interface
between the software product and the hardware components of the system. The

following are some hardware requirements.

e System : i9 Processor

* Hard Disk : 500 GB

* Input Devices : Keyboard, Mouse
* Ram : 8GB

2.5.2 SOFTWARE REQUIREMENTS:

Software Requirements specifies the logical characteristics of each interface

and software components of the system. The following are some software

requirements.
* Operating system : Windows 10/ MacOS
¢ Coding Language : Python, Django
* Tool : PyCharm CE

CMRTC 5
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3. ARCHITECTURE
3.1 PROJECT ARCITECTURE

The project architecture shows the entire structure of the bot.

ImageNet
b n lalels
L)
< R I
i CNN Model Last 4 layer
i-tl- NN Model
ImageNe Frozen layer
Diatasch
Faces labels
» O0-*%\» ||+
‘11_ - CNN Misdel Lawt 4 laver
fatiing CNN Model
[ Nt

Figure 3.1 Project Architrcture

3.2 MODULES DESCRIPTION

3.2.1 USER

The User can collect the images from web surfing. in the data folder training,
testing and validation images are available. These are classified into 3 classes those
are disguise, mask and scarf. Now user has to create the objects of Vggl6 and Vggl9
and generate models weight filed call .hS file. This hS file contain all the weights of
our models. At the time of generating h5 file the los function, loss accuracy, accuracy
and test accuracy will be displayed in the graph and execution time. User can test the
object detection from a video file or system camera. To process this user required high

configuration system. User can test images by help of generated models weights files.
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3.2.2 VGG16

The Vggl6 architecture comes from the VGG group, Oxford. VGG was made to
improve from the AlexNet architecture by replacing large kernel filters (11 and 5 in the
first and second convolutional layers) with some 3x3 kernel filters. With a given
receptive field, small-sized kernels that are stacked are better than large-size kernels,
because several non-linear layers increase the depth of the network which makes it

possible to learn more complex feature.

3.2.3 ResNet50

In accordance with what has been discussed so far, namely, to improve accuracy
in the network must increase the depth of the layer, as long as it can keep over-fitting.
However, increasing the deep network does not work by simply adding layers. Deep
networks are difficult to practice because of the problem of vanishing gradients, where
gradients are repropagated to the previous layer, repeated repetition can make the
gradient very small. As a result, as the network grows, the performance becomes
saturated or even begins to degrade quickly. the basic idea of ResNet (Residual
Network) is to introduce what is called an "identity shortcut connection" that passes

through one or more layer.

3.2.4 InceptionV3

VGG achieved phenomenal accuracy in the ImageNet dataset, but its use
requires high computation, even though it uses a GPU (Graphic Processing Unit). This
has become inefficient due to the large width of the convolutional layer used.
GoogLeNet builds on the idea that most activations in deep networks are not needed
(zero value) or excessive because of the correlation between them. Therefore, the most
efficient deep network architecture will have sparse connections between activations,
which implies that all 512 output channels will not have connections between each
other. GoogleNet designed a module called the Inception module which numbered
roughly like a thin CNN with a solid construction. Because only a small fraction of the
neurons is effective as mentioned previously, the width/number of convolutional filters
of the kernel size is kept small. This module also uses convolution of various sizes to

capture details at various scales.
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3.3 USE CASE DIAGRAM

A use case diagram purpose is to present a graphical overview of the functionality
provided by a system in terms of actors, their goals and any dependencies between
those use cases. The main purpose of a use case diagram is to show what system

functions are performed for which actor. Roles of the actors in the system can be

Pretrain System

depicted.

ResNet50

Figure 3.3: Use Case Diagram for how the system functions
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3.4 SEQUENCE DIAGRAM

Use VGG16Mo VGG19Mog ResNet50
Model

1: Load Models () |

2: Process with
Images()

3: Models weight:H
h5 file generated()
<

1

results()
5: Load Models()

6: Process the Models () I

7: Model h5 file ()

8: Predicted the Images ()

<
H 9: Result ()

Figure 3.4: Sequence Diagram for how processes operate with one another and
in what order
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3.5 ACTIVITY DIAGRAM

Load Pretrained Model
Load User Model Load a video

( VGG16 )
( Process Image ) Detect Objects
Vggl9

Predict Result ( PlayVideo )
ResNet50
InceptionV3

Figure 3.5: Activity Diagram for step-by-step workflows of components in a
system
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3.6 CLASS DIAGRAM
User
VGG16Model
+List trainpath
+List testPath +Layers layer
+List validationPath +Models model
+Load image
+LoadVgg16Model () +Accuracy scores
+LoadVgg19Model ()
+LoadResNet50Model () +models.Sequential ()
+LoadInceptionV3Model () +model.fit_generator()
tstartDetetctionFrame() ™ +models.load_model()
+StarUserModel ()
Vggi9Model ResNet50Model

+Layers layer
+Models model
+Load img images
+Accuracy scores

+filename filepath
+img width
+img height

+oad_image ()
+img_to_array ()
+decode_predictions()

+models.Sequential()
+models.fit_generator()
+models.load_model ()

Figure 3.6: Class Diagram for structure of a system by showing the system’s
relationships among the classes

CMRTC 11



4. IMPLEMENTATION



Detecting Disguised Faces With Transfer Learning

4. IMPLEMENTATON
4.1 SAMPLE CODE

1-RunFirstVideoDetection.py

from imageai.Detection import VideoObjectDetection

import 0s

execution_path = os.getcwd()

detector = VideoObjectDetection()

detector.setModelType AsYOLOV3()
detector.setModelPath(os.path.join(execution_path, "yolo.h5"))
detector.loadModel()

video_path=detector.detectObjectsFromVideo(input_file_path=o0s.path.join(executio
n_path,"traffic-mini.mp4"),
output_file_path=os.path.join(execution_path,"traffic_mini_detected_1"),frames_per
_second=29,log_progress=True)

print(video_path)

2-RunFirstCameraDetection.py

from imageai.Detection import VideoObjectDetection

import os

import cv2

execution_path = os.getcwd()

camera = cv2.VideoCapture(0)

detector = VideoObjectDetection()

detector.setModelType AsYOLOV3()
detector.setModelPath(os.path.join(execution_path, "yolo.h5"))
detector.loadModel()

video_path = detector.detectObjectsFromVideo(camera_input=camera,
output_file_path=os.path.join(execution_path,"camera_detected_1"),
frames_per_second=29,log_progress=True)

print(video_path)

CMRTC 12
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3-RunTestVGG16Val.py

import numpy as np

import os

import matplotlib.pyplot as plt

import seaborn as sns

import tensorflow

from numpy.random import seed

seed(1337)

tensorflow.random.set_seed(42)

from tensorflow.python.keras.applications import vgg16

from tensorflow.python.keras.applications.vgg16 import preprocess_input

from tensorflow.python.keras.preprocessing.image import ImageDataGenerator,
load_img

from tensorflow.python.keras.callbacks import ModelCheckpoint

from tensorflow.python.keras import layers, models, Model, optimizers

from sklearn.metrics import classification_report, confusion_matrix, accuracy_score

from plot_conf import plot_confusion_matrix

train_data_dir = "data/train"

val _data_dir = "data/val"

test_data_dir = "data/test"

category_names = sorted(os.listdir('data/train"))

nb_categories = len(category_names)

img_pr_cat =[]

for category in category_names:
folder = 'data/train’ + /' + category
img_pr_cat.append(len(os.listdir(folder)))

sns.barplot(y=category_names, x=img_pr_cat).set_title("Number of training images
per category:")

for subdir, dirs, files in os.walk('data/train’):
for file in files:
img_file = subdir + /' + file
image = load_img(img_file)

plt.figure()

CMRTC 13
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plt.title(subdir)
plt.imshow(image)

break
img_height, img_width = 224,224

conv_base = vggl6.VGG16(weights="imagenet', include_top=False, pooling="max/,
input_shape = (img_width, img_height, 3))

for layer in conv_base.layers:

print(layer, layer.trainable)
model = models.Sequential()
model.add(conv_base)
model.add(layers.Dense(nb_categories, activation="softmax"))
model.summary()
#Number of images to load at each iteration
batch_size = 32
# only rescaling
train_datagen = ImageDataGenerator(rescale=1./255)
test_datagen = ImageDataGenerator( rescale=1./255)

# these are generators for train/test data that will read pictures #found in the defined
subfolders of 'data/'

print("Total number of images for "training":")
train_generator = train_datagen.flow_from_directory(train_data_dir,
target_size = (img_height, img_width),
batch_size = batch_size,
class_mode = "categorical")
print("Total number of images for "validation":")
val_generator = test_datagen.flow_from_directory(
val data_dir,
target_size = (img_height, img_width),
batch_size = batch_size,
class_mode = "categorical",
shuffle=False)
print(‘Total number of images for "testing":")
test_generator = test_datagen.flow_from_directory(test_data_dir,
target_size = (img_height, img_width),
CMRTC 14
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batch_size = batch_size,
class_mode = "categorical",
shuffle=False)
learning_rate = Se-5
epochs =2

checkpoint =ModelCheckpoint("vggl6_classifier.hS", monitor = 'val_acc/,
verbose=1, save_best_only=True, save_weights_only=False, mode="auto', period=1)

model.compile(loss="categorical_crossentropy",optimizer=tensorflow.optimizers. A
dam(Ir=learning_rate, clipnorm = 1.), metrics = ['acc'])

history = model.fit_generator(train_generator, epochs=epochs, shuffle=True,
validation_data=val_generator,callbacks=[checkpoint])
model = models.load_model("vggl6_classifier.h5")

acc = history.history['acc']

val_acc = history.history['val_acc']

loss = history.history['loss']

val_loss = history.history['val_loss']

epochs = range(1,len(acc)+1)

plt.figure()

plt.plot(epochs, acc, 'b', label = "Training accuracy")
plt.plot(epochs, val_acc, 'r', label="Validation accuracy')
plt.title('Training and validation accuracy')

plt.legend()

plt.savefig('Accuracy.jpg’)

plt.figure()

plt.plot(epochs, loss, 'b', label = "Training loss')
plt.plot(epochs, val_loss, 't', label="Validation loss')
plt.title("Training and validation loss')

plt.legend()

plt.savefig("VGG16Loss.jpg")

Y _pred = model.predict_generator(test_generator)
y_pred = np.argmax(Y_pred, axis=1)

cm = confusion_matrix(test_generator.classes, y_pred)

plot_confusion_matrix(cm, classes = category_names, title='Confusion Matrix/,
normalize=False, figname = 'VGG16_Confusion_matrix_concrete.jpg')
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accuracy = accuracy_score(test_generator.classes, y_pred)
print("Accuracy in test set: %0.1f%% " % (accuracy * 100))

conv_base = vggl6.VGG16(weights="imagenet', include_top=False, pooling="max’,
input_shape = (img_width, img_height, 3))

#for layer in conv_base.layers[:-13]:

# layer.trainable = False

model = models.Sequential()

model.add(conv_base)
model.add(layers.Dense(nb_categories, activation='softmax'))

train_datagen=
ImageDataGenerator(rescale=1./255,rotation_range=10,zoom_range=0.1,

width_shift_range=0.1,height_shift_range=0.1, horizontal_flip=False,
brightness_range = (0.9,1.1),fill_mode='nearest' )

# this is a generator that will read pictures found in

# subfolers of 'data/train’, and indefinitely generate

# batches of augmented image data

train_generator = train_datagen.flow_from_directory(
train_data_dir,

target_size = (img_height, img_width),

batch_size = batch_size,
#save_to_dir="augm_images',

save_prefix="aug',

save_format="jpg’,

class_mode = "categorical")

learning_rate = Se-5

epochs =2

checkpoint = ModelCheckpoint("vggl6_classifier_augm.h5", monitor='val_acc',
verbose=1, save_best_only=True, save_weights_only=False, mode="auto', period=1)

model.compile(loss="categorical_crossentropy",
optimizer=optimizers. Adam(Ir=learning_rate, clipnorm=1.), metrics = ['acc'])

history = model.fit_generator(train_generator, epochs=epochs,
shuffle=True,validation_data=test_generator,callbacks=[checkpoint] )
model = models.load_model("vggl6_classifier_augm.h5")

acc = history.history['acc']
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val_acc = history.history['val_acc']

loss = history.history['loss']

val_loss = history.history['val_loss']

epochs = range(1,len(acc)+1)

plt.figure()

plt.plot(epochs, acc, 'b', label = "Training accuracy')
plt.plot(epochs, val_acc, 'r', label="Validation accuracy')
plt.title('Training and validation accuracy')

plt.legend()
plt.savefig('Vggl6Accuracy_Augmented.jpg’)
plt.figure()

plt.plot(epochs, loss, 'b', label = "Training loss')
plt.plot(epochs, val_loss, 1', label="Validation loss")
plt.title('Training and validation loss')

plt.legend()

plt.savefig('VGG16Loss_Augmented.jpg")

Y_pred = model.predict_generator(test_generator)
y_pred = np.argmax(Y_pred, axis=1)

cm_aug = confusion_matrix(test_generator.classes, y_pred)

plot_confusion_matrix(cm_aug, classes = category_names, title='Confusion Matrix',
normalize=False, figname = 'Vgg16Confusion_matrix_Augm.jpg’)

accuracy = accuracy_score(test_generator.classes, y_pred)
print("Accuracy in test set: %0.1f%% " % (accuracy * 100))
test_subset_data_dir = "data/test_subset"
test_subset_generator = test_datagen.flow_from_directory(
test_subset_data_dir,

batch_size = batch_size,

target_size = (img_height, img_width),

class_mode = "categorical",

shuffle=False)

Y _pred = model.predict_generator(test_subset_generator)

y_pred = np.argmax(Y_pred, axis=1)
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img_nr=0

for subdir, dirs, files in os.walk('data/test_subset'):

for file in files:
img_file = subdir + /' + file
image = load_img(img_file,target_size=(img_height,img_width))
pred_emotion = category_names|y_pred[img_nr]]
real_emotion = category_names[test_subset_generator.classes[img_nr]]
plt.figure()
plt.title('Predicted: ' + pred_emotion + "\n' + 'Actual: '+ real_emotion)
plt.imshow(image)

img_nr = img_nr +1

4-RunTestVGG19Val.py

import numpy as np

import os

import matplotlib.pyplot as plt

import seaborn as sns

import tensorflow

from numpy.random import seed

seed(1337)

tensorflow.random.set_seed(42)

from tensorflow.python.keras.applications import vgg19

from tensorflow.python.keras.applications.vgg19 import preprocess_input

from tensorflow.python.keras.preprocessing.image import ImageDataGenerator,
load_img

from tensorflow.python.keras.callbacks import ModelCheckpoint

from tensorflow.python.keras import layers, models, Model, optimizers

from sklearn.metrics import classification_report, confusion_matrix, accuracy_score

from plot_conf import plot_confusion_matrix

train_data_dir = "data/train"

val_data_dir = "data/val"

test_data_dir = "data/test"
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category_names = sorted(os.listdir('data/train’))
nb_categories = len(category_names)
img_pr_cat =[]
for category in category_names:
folder = 'data/train’ + /' + category
img_pr_cat.append(len(os.listdir(folder)))

sns.barplot(y=category_names, x=img_pr_cat).set_title("Number of training images
per category:")

for subdir, dirs, files in os.walk('data/train’):
for file in files:
img_file = subdir + /' + file
image = load_img(img_file)
plt.figure()
plt.title(subdir)
plt.imshow(image)
break
img_height, img_width = 224,224

conv_base = vggl9.VGG19(weights="imagenet', include_top=False, pooling="max’,
input_shape = (img_width, img_height, 3))

for layer in conv_base.layers:

print(layer, layer.trainable)
model = models.Sequential()
model.add(conv_base)
model.add(layers.Dense(nb_categories, activation='softmax'))
model.summary()
#Number of images to load at each iteration
batch_size = 32
# only rescaling
train_datagen = ImageDataGenerator( rescale=1./255)
test_datagen = ImageDataGenerator( rescale=1./255)

# these are generators for train/test data that will read pictures #found in the defined
subfolders of 'data/'

print(‘Total number of images for "training":")

train_generator = train_datagen.flow_from_directory(
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train_data_dir,

target_size = (img_height, img_width),

batch_size = batch_size,

class_mode = "categorical")

print('Total number of images for "validation":")
val_generator = test_datagen.flow_from_directory(
val_data_dir,

target_size = (img_height, img_width),

batch_size = batch_size,

class_mode = "categorical",

shuffle=False)

print(‘Total number of images for "testing":")
test_generator = test_datagen.flow_from_directory(
test_data_dir,

target_size = (img_height, img_width),

batch_size = batch_size,

class_mode = "categorical",

shuffle=False)

learning_rate = Se-5

epochs =2

checkpoint = ModelCheckpoint("vgg19_classifier.h5",monitor ='val_acc', verbose=1,
save_best_only=True, save_weights_only=False, mode="auto', period=1)

model.compile(loss="categorical_crossentropy",
optimizer=optimizers. Adam(Ir=learning_rate, clipnorm = 1.), metrics = ['acc'])

history = modelfit_generator(train_generator, epochs=epochs, shuffle=True,
validation_data=val_generator,callbacks=[checkpoint] )

model = models.load_model("vgg19_classifier.h5")
acc = history.history['acc']

val_acc = history.history['val_acc']

loss = history.history['loss']

val_loss = history.history['val_loss']

epochs = range(1,len(acc)+1)

plt.figure()

plt.plot(epochs, acc, 'b', label = "Training accuracy')
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plt.plot(epochs, val_acc, 'r', label="Validation accuracy')
plt.title('Training and validation accuracy')
plt.legend()

plt.savefig('Accuracy.jpg’)

plt.figure()

plt.plot(epochs, loss, 'b', label = "Training loss')
plt.plot(epochs, val_loss, 't', label="Validation loss")
plt.title('Training and validation loss')

plt.legend()

plt.savefig('VGG19Loss.jpg")

Y_pred = model.predict_generator(test_generator)
y_pred = np.argmax(Y_pred, axis=1)

cm = confusion_matrix(test_generator.classes, y_pred)

plot_confusion_matrix(cm, classes = category_names, title="Confusion Matrix/,
normalize=False, figname = 'VGG19_Confusion_matrix_concrete.jpg

accuracy = accuracy_score(test_generator.classes, y_pred)
print("Accuracy in test set: %0.1f%% " % (accuracy * 100))

conv_base = vggl9.VGG19(weights="imagenet', include_top=False, pooling="max/,
input_shape = (img_width, img_height, 3))

#for layer in conv_base.layers[:-13]:

# layer.trainable = False

model = models.Sequential()

model.add(conv_base)

model.add(layers.Dense(nb_categories, activation='softmax"))
train_datagen = ImageDataGenerator( rescale=1./255, rotation_range=10,
zoom_range=0.1, width_shift_range=0.1, height_shift_range=0.1,
horizontal_flip=False,brightness_range = (0.9,1.1),fill_mode="nearest' )
# this 1s a generator that will read pictures found in

# subfolers of 'data/train’, and indefinitely generate

# batches of augmented image data

train_generator = train_datagen.flow_from_directory(

train_data_dir,

target_size = (img_height, img_width),

batch_size = batch_size,
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#save_to_dir="augm_images',
save_prefix="aug',
save_format="jpg',
class_mode = "categorical")
learning_rate = Se-5

epochs =2

checkpoint = ModelCheckpoint("vggl9_classifier_augm.h5", monitor='val_acc/,
verbose=1, save_best_only=True, save_weights_only=False, mode="auto', period=1)

model.compile(loss="categorical_crossentropy",
optimizer=optimizers.Adam(lr=learning_rate, clipnorm=1.), metrics = ['acc'])

history=model.fit_generator(train_generator,epochs=epochs,shuffle=True,
validation_data=test_generator, callbacks=[checkpoint])

model = models.load_model("vgg19_classifier_augm.h5")
acc = history.history['acc']

val_acc = history.history['val_acc']

loss = history.history['loss']

val_loss = history.history['val_loss']

epochs = range(1,len(acc)+1)

plt.figure()

plt.plot(epochs, acc, 'b', label = "Training accuracy')
plt.plot(epochs, val_acc, 'r', label="Validation accuracy")
plt.title('Training and validation accuracy')

plt.legend()
plt.savefig('Vggl9Accuracy_Augmented.jpg’)
plt.figure()

plt.plot(epochs, loss, 'b', label = "Training loss')
plt.plot(epochs, val_loss, 't', label="Validation loss")
plt.title("Training and validation loss')

plt.legend()

plt.savefig("VGG19Loss_Augmented.jpg’)

Y _pred = model.predict_generator(test_generator)
y_pred = np.argmax(Y_pred, axis=1)

cm_aug = confusion_matrix(test_generator.classes, y_pred)
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plot_confusion_matrix(cm_aug, classes = category_names, title='"Confusion Matrix',
normalize=False, figname = 'Vgg19Confusion_matrix_Augm.jpg’)

accuracy = accuracy_score(test_generator.classes, y_pred)
print("Accuracy in test set: %0.1f%% " % (accuracy * 100))
test_subset_data_dir = "data/test_subset"
test_subset_generator = test_datagen.flow_from_directory(
test_subset_data_dir,
batch_size = batch_size,
target_size = (img_height, img_width),
class_mode = "categorical",
shuffle=False)
Y_pred = model.predict_generator(test_subset_generator)
y_pred = np.argmax(Y_pred, axis=1)
img_nr =0
for subdir, dirs, files in os.walk('data/test_subset'):
for file in files:
img_file = subdir + /' + file
image = load_img(img_file,target_size=(img_height,img_width))
pred_emotion = category_names|[y_pred[img_nr]]
real_emotion = category_names[test_subset_generator.classes[img_nr]]
plt.figure()
plt.title('Predicted: ' + pred_emotion + "\n' + 'Actual: '+ real_emotion)
plt.imshow(image)

img_nr =img_nr +1

5-ResNet50-Code.py

import PIL

from keras.preprocessing.image import load_img

from keras.preprocessing.image import img_to_array

from keras.applications.imagenet_utils import decode_predictions

import matplotlib.pyplot as plt
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import numpy as np

from keras.applications.resnet50 import ResNet50

from keras.applications import resnet50

filename = '371.jpg'

original = load_img(filename, target_size = (224, 224))
print('PIL image size',original.size)

plt.imshow(original)

plt.show()

#convert the PIL image to a numpy array

numpy_image = img_to_array(original)
plt.imshow(np.uint8(numpy_image))

print('"numpy array size',numpy_image.shape)

# Convert the image / images into batch format
image_batch = np.expand_dims(numpy_image, axis = 0)
print(‘image batch size', image_batch.shape)
processed_image = resnet50.preprocess_input(image_batch.copy())
# create resnet model

resnet_model = resnet50.ResNet50(weights = 'imagenet")
# get the predicted probabilities for each class
predictions = resnet_model.predict(processed_image)

# convert the probabilities to class labels

label = decode_predictions(predictions)

print(label)

6-InceptionV3-Code.py

from keras.applications.inception_v3 import InceptionV3
# load model

model = InceptionV3()

from keras.preprocessing.image import load_img

from keras.preprocessing.image import img_to_array
from keras.applications.vgg16 import preprocess_input
from keras.applications.vgg16 import decode_predictions

# load an image from file
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image = load_img('371.jpg', target_size=(299, 299))

# convert the image pixels to a numpy array

image = img_to_array(image)

# reshape data for the model

image = image.reshape((1, image.shape[0], image.shape[1], image.shape[2]))
# prepare the image for the VGG model

image = preprocess_input(image)

# predict the probability across all output classes

yhat = model.predict(image)

# convert the probabilities to class labels

label = decode_predictions(yhat)

# retrieve the most likely result, e.g. highest probability
label = label[0][0]

# print the classification

print(‘%s (%.2f%%)" % (label[1], label[2]*100))

7-TestOwnModels.py

import PIL

from keras.preprocessing.image import load_img

from keras.preprocessing.image import img_to_array
from keras.applications.imagenet_utils import decode_predictions
from tensorflow.python.keras.models import load_model
import matplotlib.pyplot as plt

import numpy as np

from keras.applications.resnet50 import ResNet50

from keras.applications import resnet50

filename = '43.jpg’

original = load_img(filename, target_size = (224, 224))
print('PIL image size',original.size)

plt.imshow(original)

plt.show()

#convert the PIL image to a numpy array

numpy_image = img_to_array(original)
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plt.imshow(np.uint8(numpy_image))

print('numpy array size',numpy_image.shape)

# Convert the image / images into batch format

image_batch = np.expand_dims(numpy_image, axis = 0)
print(‘image batch size', image_batch.shape)

processed_image = resnet50.preprocess_input(image_batch.copy())
modelpath = 'vgg19_classifier.hS'

# create resnet model

resnet_model = load_model(modelpath) #resnet50.ResNet50(weights = 'imagenet')
# get the predicted probabilities for each class

predictions = resnet_model.predict(processed_image)

categories = ["disguise", "mask","scarf"]
print(categories[int(predictions[0][0])])

# convert the probabilities to class labels

#label = decode_predictions(predictions)

#print(label)
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S.SCREENSHOTS

5.1 0UTPUT - 1

Screenshot 5.1: Output-1

5.2 OUTPUT -2

Screenshot 5.2: Ouput-2
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5.3 OUTPUT-3

Screenshot 5.3: Output-3

5.4 OUTPUT-4

Screenshot 5.4: Output-4
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6. TESTING

6.1 INTRODUCTION TO TESTING

The purpose of testing is to discover errors. Testing is the process of trying to
discover every conceivable fault or weakness in a work product. It provides a way to
check the functionality of components, subassemblies, assemblies and/or a finished
product. It is the process of exercising software with the intent of ensuring that the
Software system meets its requirements and user expectations and does not fail in an
unacceptable manner. There are various types of tests. Each test type addresses a

specific testing requirement.

6.2 TYPES OF TESTING

6.2.1 UNITTESTING

Unit testing involves the design of test cases that validate that the internal
program logic is functioning properly, and that program inputs produce valid outputs.
All decision branches and internal code flow should be validated. It is the testing of
individual software units of the application. It is done after the completion of an
individual unit before integration. This is a structural testing that relies on knowledge
of its construction and is invasive. Unit tests perform basic tests at component level
and test a specific business process, application, and/or system configuration. Unit tests
ensure that each unique path of a business process performs accurately to the
documented specifications and contains clearly defined inputs and expected results.

6.2.2 INTEGRATION TESTING

Integration tests are designed to test integrated software components to determine if
they actually run as one program. Testing is event driven and is more concerned with
the basic outcome of screens or fields. Integration tests demonstrate that although the
components were individually satisfactory, as shown by successfully unit testing, the
combination of components is correct and consistent. Integration testing is specifically

aimed at exposing the problems that arise from the combination of components.
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6.2.3 FUNCTIONAL TESTING

Functional tests provide systematic demonstrations that functions tested are available
as specified by the business and technical requirements, system documentation, and

user manuals

Functional testing is centered on the following items:

Valid Input : Identified classes of valid input must be accepted.

Invalid Input : Identified classes of invalid input must be rejected.

Functions : Identified functions must be exercised.

Output : Identified classes of application outputs must be
exercised.

Systems/Procedures : Interfacing systems or procedures must be invoked.

Organization and preparation of functional tests is focused on requirements, key
functions, or special test cases. In addition, systematic coverage pertaining to

identifying Business process flows; data fields, predefined processes.
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6.3 TEST CASES
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7. CONCLUSION & FUTURE SCOPE

7.1 PROJECT CONCLUSION

In this project, we propose a comparison of six popular CNN
Models to recognizing the disguised person’s face using “Recognizing
Disguised Faces” datasets, and the findings are how Transfer Learning be
used in Face Verification problem. In training result shows that the VGG
model has balance accuracy of training and validation, and the other side,
the ResNet152 v2 Model has a better accuracy than VGG in train set. But
in the test result shows, that VGG model is the highest performance than
other CNN Models. We then conclude that ImageNet weight can be used
for Transfer Learning to Recognize face using VGG Model. The success
of this Convolutional Neural Network is also the main reason why Deep

Learning CNN has been such a hot topic in recent years.

7.2 FUTURE SCOPE

As a future research direction, we plan to encode and
incorporate the concept of familiarity in automatic algorithms which may
improve the performance. Further, we also believe that the study of how
disguising individual facial parts affect representations of faces might

lead to better solutions to mitigate these variations.
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el the efficecncy of the focisl ma poim debeciion method haeed s deomenaraed. A companon of the emponast descioun metlwsd
basen) with oihver deep serwndhs demsomarsie its sdvantages When coanipared (o aose-of-te-are face disguise classificatin wclmigue,
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the eificiency of classification performonce is ol provel
2- System Analysis:

The critical phiae ol ihe aystcin design ia system analysis. The systom s thormighly investigsted and ssessad. The process of determisiig
ihe optimiam solubion o & problem s lapoen e analwie The procss of leoaing abeut catding probllerm, defimng variables and
requireiments, and evalisting solutions is known as sytem analysis. b is o style of thinking about an crganirstion ed the difficultes i
Facon, as well ax o combination of techaologics thai sid in the resalution of these e, Peasitiliny studies are crucial i sysiem analyas
becaese thisy provide an objective et developmest md design [2[{1] We cupected the finest Pretrabned Architectane model with highest
bevel of sccuracy and the bowest cost (uncthon in the wdesl hyperperameter state o emerge from dthis siady, A data onllection of 75
phitographs of 4 persoin’s face token with s disguised ol ssch as 2 bandana. muskes, fake mosstache, fake board, speciscles, mmd som,
D (v the coanthesy changes (hat con be createsd using varioon disguises, disguised foce identification (DFT) in s incredibly difficuly
suhject. We provide & deep leaming sysiem that first delects |4 faciad key-points before perfrming disguissd face detectin

3. Existing system:

The PCA methid is-osed in the present structore o recognizs disguised foces, Face photos with conslershle fooations in light dimection
and facinl Expreialon sre hetter recopnied by the PCA alpeaithrn, which divides the foce images o vmaller b imape. Each of thesp
pivter - and iirs o subectnd o the PCA method. Berciuse cortan of an individual's bocil facual features do ol change regaidhess of stance,
Highting direction, or lacial emotion. Using typieal sce databases, the scomacy of a conventhonal PCA approsch and the modular PCA
methid is asseased indorneath ihe condtons of varied expression. (lumination. and position. * PCA take o long time (o find the
etgenvecion and engenvalues. Each fuce image's siee-and locathm must be comsstent. The PCA (Eigenface) technique maps fealires jo
major subspaces thal cintain the mol encrgy. When o facial expression algonithm identiflos 4 face in a6 tmape or an e pow from o
video recording, the face's relative size conared 1o the entire prctare size nfluences iw effectively the face is recognized. Principal
Compenent Analysis (PCAY Is an algorithm (IPCAL

& Proposed system:

We compare the common Pre-Treined TN Model Aschitectures prven by Keras, an opensource neesl nevwerk toolkas wrinen i Ptbon,
iin he sipgestod system. VOOA VEGE1Y, ResNetSh, md Incoptiony') were (he architectures we eopibnsd. Then we spdit b inio teo
partsc ssang the vector 10 traln ihe clasifier model and avaluating the acouracy and cost function of the classifier model, We expected
serlngy the best Pre - trakived miodels Architecture model with the highest level of aconracy and the lowest cost function in the aptimal
hyperparumeter staie in thiy ressarch. Tranifer loaming is when o machine learning model that has already been trained is osed W sl
n arparine but related problem. For imstence, if you irsined a basic alzseithm 1o classify whether o picore contiin s b, you'd be sbie o
predict whether the imige coniains a hackpack may apply the kieslodpe obtzined durng the model’s training (o distingoish additional
objeces, such as sunglasses [ 3] Because the model has been pre-tramed, a good machine leaming model may be generaed with relanvely
binde mrainkig dals via iransies lemming.

» This is especially useful m nawral language processing. whene bage lubelled dutavets require a bnt of expert knowledge.

& Jo ackdithon, tratnkag i 13 lowered becatise traknlsg o deop convolethma) peural network Sroem star on o comiples, job cin take diys o
weeks.

5 Requirements:

‘The logical priperties of each nterface between both the softwars sysiem and tie system's handware components are defined by hurdwars
terfaccs, Some hardware roguiremens e ied below.

« Prvcpsans: (§
= Hard Dirive: 500 GB
= Input Devioos: Keybomrd, Mouse

The logical propertics of each interface i softwere component of the swstem are specifind in Soflware Reguirnements. Some softvare
requirements an listed here.,

« Oiperuting Syatenia: Windoas |0 Mae08
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* P O in the prisgramene you'Tl be txing,

6= Proposed Methods:
Convodutianal Newral Network (ConvNet);
Convilutional Newral Nevwirks (CNN), uften knowe o ConvNet, are o type of Artificial Newral Network (ANN) that & currently thoughi

in he the best techaique: for solving ohject reengnition sl digi detection: profifems., [STThors are vaimn medeli being baill in o deep
tenral network Nl CNN, bt we will caly focus on three aliernative mode] architeciires in this research,

1) AlexNet s a webaite thal comnects people.

Thin srchitectune, which sas aested i 2002, is ihe fir neursl oetwork thel cen socamitely catepones. smne objects in the |mipomd
databaw. compannd b standand appecaches that exhsted before AbekNet this nerwork conairs of 5 convelutional livers following § fully
linees! Livers.

FIG -1 Netwark srchiteciere of AleaNot.

) ViiGile

The VOG group, Onfond, designed ihis architecture in 2013, By wihstiniing huge kernel filers (1] amd 5 dursng the find and secuind
et vekutiongl Tuyers, tespectively) witl soeie 5] 327 Kermel (e, VG was alic to imigrove an the Aleaha desigs. Small-sised bornel
thil e lavered are betier thae L pe-sirad kernels fir a given receptive fiekd becane wumerius mom-linear layers imprive thi depith of
ihe metwordke. allowing it oo lenm more comphicated Fatere.

| —  m—
- §
S
% m
| e = |
C==
i ]
% | E—-—
| —— r— ] - . |
=== ) === 1
| m— m— | | — —
-—r——— - | | ————— - |
i ==
: : | m— . —
AlaxMNet vVGG16

FIG - 2 Netvwork aechitectore ol VGG LS,
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3 RexNet

Acermding (i whal hos heei menthomnd e e, in onder o impove seveork socdmey, the lover depth most be increased os lmg a8 the
network v comt e o over-fe. Hovwover, jus) adeding levers will st inoresse the depth of the petwork. Desp setwork sre challenging
1o benpkeement hecose of the e of vunishing pradiens, which ocoaes when gradionts aee repeated o the precedingg layer, resulting ina
wery winl] grailient. ] 5] As o cossogiemes. w0 the network expaids, perfirmance gets satursed, iF i rapidly depraded. ResNet ( Residzal
Tertwuirk ) wan Tounded 1 205 with (e goal of inrduomg @ “idmiity sharioul ok ol passes via one or more kevels.

4) Inception Vi

WG anminel exceptional precision in the ImageNet dataset, however mi application, despite the GFLL necessitsies a Jot of work | Graphic
Processing Unit), Dhie 1o the wide hreadih of the convoluthon layers utilised. this has become inefficient. GoogleNet b based an the
preenisg fhal tosl deep nitwork achivalings are eifher unsecsiany (som vitliss) of exooi des o ihe asocation betwesn thiom, As s el
the mimt eflnctive doep network srchitecire will have few connections among sctivations, meming that nane of the 512 motpet dumnels
will be comnecied, |§] GongleNet created the lnception mudule, which was oumberad in e manner of a than CNN with o solh)
architecture. As previously stsed. oaly a snall fraction of 3 newnns we cftoctive. bence the e of comvolutional filiers i limied
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Fli= 2 ARCHITECURE REFEMESENTATION

W amt up 4 uarsple Secpiserice Muadel Archiiectare for the s layer, anil thes mdded i et Layer i fhie VOGIG, VOGI9, ReaXat S0,
ReaNell 52 w2 Inceprioe VY, amd Inception-HesNet V2 Pre-trainel Madels we vwaind in ihis shudy. Them. bis e impet mpdel, we spply &
pre-trainel welght “ImageNei™ il coulid be used for Trasie Leaming. O o st aitemnp, we use VGGG abd procest i ihe same
stianner with oo atber baprat Fibe|6] Wee e 30 epeachin bor all trmmed models in cach setup And, wath the excrption al i lsoopran V3
Moditl. cach snodel roceives a sepsrate parsmeter modification aftor mnfrecciag the Last foar layor,

Friistey ali U niiwrsime besi Airusay el
CNY Mt - o Vilidotien
el =t | & fwprr O ay -
1 b B [T Vel Lam Velew (LY
pat # b 577 [EEE L] Wk (] N & K4 FLET
WG i, 5 [LEYEL L1 WV 1w L] i I
(AL N EEE LT LLULE A LR ] LTa L1E ] L] ..
M| 17 a2 (§k e, (LI T FaNall k3T fii B il '
1%}
SR AT o - 41 e e l::l—- LET] ik Tk i
L
(B o T T [ PR LS BT b eqmiam
1l Bl 4ai T3 L1 s

TABLE -| TRAINARLE PARAMETER {0 CNN MINEL

T sk everficting e model, we ufilite s dais protrmtment apiprosch befire traming it The ischnigoe entails downsdeing ol images o
230234 piels, an well an Mippang and eotating ihem.

Ty LR

FIG -6 Ohutpo image afler preprocessing
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For training, we employ two setups: Freering all layers in the CNN Madel (setop 1) & Unirecring the last tour layers [setup 20 (setup
7). We are using the weight froan the prior araining i Can Architeaure, which in our case comies from Kerss irainad in the ImageiNe
i, which has & bot of annotaled imagis. The seming 3 means tal we froce ofl lsyers bt the last foue, and then train the b four 1o
i ove Bicurscy ob. the dabiiet e usad, This iechaigue is ko a8 Trancker Lismag In the UM Midel, all lavers sre Eroeen (Setup
1y, We want jo know the inital given impact for applyng pre-tmmed weight on O8N Model. shich is ImageMet, w this weinmg
configuratbon, In the CNKN Maodel, unfreeze the fenal foer layers (setup 21in this training scheme, we first freeze all levels but the Lot four
tir oo Pre-Trained CNN Maodel, wihich tmplies we only tram the CNN Model's b four bivers, We apply this 1o the entire Muodel,
regandiess of laver ope. Then we have tore-Dit our mrpode]

Ai-OUTMT -1

Servenshol K.0: Cutpat-1

RIOVUTHUT-2 A3 OUTPUT-A

Sereershot §.2: Oupu-2 Sereemhbot 8.3: (hutput-3
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B Testing nnd Test cuse vsed:
Undl testig id deslipnid fo essir fha each padh of & bsies jirocess perforis accoiately. hstegrathin teuy détmamidrate thal slthoigh
the components were ndividually sstsstaceory] 8, s shown by succesaiully anit =song, the combinpie of componsnti & oormect and

comsileni

Frenoional sesting is cemered on the Gllowing nems:

Valiil Inpuit Iidermafimil classes ol valid lnpwst messt bee scoepiesd
g : lcdentilisd clonsss of spprlication outputy mnd be exeyciel
S.n0 Tl Cuser Excrpind Bl Rsndt Remarks IV Fuila)
User cam koo traiming
i User Heas b hcaie | irviages, edting imagos Pass I irmages. mell availiuble
the image path anel valudathon images then faibed
unsber ot Falder
Seam the sywiem I
1 EIHTETEL O e m:‘:rlmhilrm Pana CNN Maosded reguared
Widen files
Dot irdyject i -
1 Sty ljl't Al frames plasug P Vikheo fike .avi formen
videns again e
4 Cruate abpect of VGO 6 Madel obyec Pass Vg 16 haw o sowtdl in the
VGG 6 Mode] __Ereiiien sl peecess syl
g Generate e hd ::-JTH ‘rfn.:“ h: Pass IF mude] et vrmimend the
W gl files et s Failed
in Eysaeen drive
8 '"',f‘i'f "y VGEH1% Moxdel foadedd Pass | Vet Midel shs to Lo
L] e Bt | Rt S0 Maded Jimded .
T Models and object created Pam Reaiet ha to Enatall
X L loiwplion¥3 | Incepthon V3 Mode] bas Pass Fird Inception V3 Muods]
_— imode] | — ] — had o boald
9 Tt wsirs [y Sy — Pass Tor teat createdd madels
3 rge by wierhil g
; Comfinnion Marix for
Cimifaniom Muotris g I mosde] et rzined the
i e — Lﬂ:""" Vesl9 Cen fatlesd
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10+ Conclusion und Future Scope:

W provide o comparison of sy comamon CNN Models for deiecung o disguised person's face using the “HRecogniring Disgmsed Favei®
tugasiets in this project, and the mcomes show bow Trassfer Learning nay be employed inthe Face Ventication problem. The VGG
imachel B o halanoed sccurscy of raining and validation i the irsining sal. whoreas the Rea®et 152 v mode] has o grester scoursy than
VG in the i sed. The Convolutionsl Nearal Serwork's seocess s also one of the resson s why Deep Lesrming O hus beoome such
a popular opic in revent years, W intmid o encode anad include the idea of Lamilianity in sutomasted algonithms as 2 Miture rescach o,
whtich mhay increase perfermance. Furthormess, wesnticipeti thal studying how auskia g e (ol Eature affects e proentation
iy lead o improved sirmegies (o amemaite these differonces.
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